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Abstract  

Recommender systems (RS) are designed to eliminate the information overload problem in today's 

e-commerce platforms and other data-centric online services. They help users explore and exploit the 

system's information environment utilizing implicit and explicit data from internal e-commerce 

systems and user interactions. Today's product catalogues include pictures to provide visual detail at 

a glance. This approach can effectively convert potential buyers into customers. Since most e-commerce 

stores use product images to promote, arouse users' visual desires and encourage them to buy 

products, this paper develops an image-based RS using deep learning techniques. To perform the 

research, we use five convolutional neural network (CNN) models to extract the features of the 

products' images. Then, the system uses the features to calculate the similarity between images. The 

selected CNN models are VGG16, VGG19, ResNet50, Inception V3 and Xception. We also analysed 

four versions of the MovieLens dataset to demonstrate the accuracy improvement of the 

recommendations, including 100k, 1M, 10M and 20M. Results of the experiment showed a significant 

increase in accuracy compared with traditional approaches. Also, we express many related open issues 

including use of multiple images per item, different similarity metrics, other CNN models, and the 

hybridization of image-based and different RS techniques for future studies. This method also provides 

more accurate product recommendations on e-commerce platforms than traditional methods. 
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1 Introduction 

The concept of e-commerce is defined as the conduct of commercial transactions online. It refers to the 

sale, delivery and payment of goods and services online. Thus, it includes various technologies, including 

mobile commerce, electronic funds transfers, supply chain management, Internet marketing and online 

transaction processing (Wigand 1997, Turban et al. 2002). Internet-based commerce offers many 

advantages, such as global reach, range of choices for consumers, shorter supply chains, lower costs, ease 

of use, trusted payment methods (Ratnasingham 1998), personalized portals and the ability to shop at 

home. On the other hand, its weaknesses include fraud and online insecurity, data privacy concerns, 

purchasing related to old experiences with products and services, and an over-reliance on electronic 

technologies. Businesses and consumers participate in e-commerce transactions in different ways. 

Businesses to businesses (B2B), businesses to consumers (B2C), and consumers to consumers (C2C) are 

examples. Amazon, eBay, Alibaba, Walmart and Netflix are some of the most tangible examples of e-

commerce platforms worldwide. Most of the e-commerce platforms use some technologies such as 

features of social networks (Sharif et al. 2013), expert clouds (Navimipour et al. 2015, Hazratzadeh and 

Jafari Navimipour 2016), mobile facilities, big-data mining results, and even machine learning concepts to 

satisfy their customers and gain stability in the business world. Similarly, deep learning methods are 

widely applied to e-commerce recommender systems (Da’u and Salim 2019, Shoja and Tabrizi 2019). 

Recommender systems (RS) are intelligent agents working in e-commerce platforms to continually adapt 

and learn users' behaviours to meet their interests. Thus, they consider customers' experiences and 

opinions and recommend items and products that they will find most relevant from among the possible 

results (Alamdari et al. 2020). Moreover, RS make better decisions when they know more about the 

features of consumers and items (Zhou et al. 2004, Huang et al. 2019). They collect more data from 

available resources to feed their algorithms and generate relevant concerns for users. Also, they 

implement facilities to enhance application adaption to each user (Resnick and Varian 1997). In addition 

to solving the information overload problem, RS assist users in finding products related to their 

preferences by providing personalized services (Adomavicius and Tuzhilin 2005). User-item interactions, 

such as ratings or buying behaviour, attribute information about users and items such as textual profiles 

or relevant keywords, are fundamental input data to feed basic models of RS. Collaborative filtering (CF) 

methods use the user-item interactions (Schafer et al. 2007, Alyari and Jafari Navimipour 2018), and 

content-based filtering (CBF) approaches employ user and item features (Lops et al. 2011). Specifying user 

requirements and external knowledge bases and constraints are essential information for KBF methods 

(Burke 2000). Demographic RS use demographic information about users to construct recommendations 

based on mapping specific demographics to ratings or buying propensities (Al-Shamri 2016). Hybrid 

systems can combine the strengths of different kinds of RS to create systems that can operate more 

robustly in a wide variety of settings (Burke 2002). Also, the significant benefits of RS for e-commerce are 

the revenue of high conversion rate, customer satisfaction, personalization and assistance in exploring the 

system for users. 

This study aims to show the improvements of the accuracy in recommendations using image-based RS 

for e-commerce. Providing product recommendations based on visual features is currently an open 

research topic, especially for the fashion industry (Lu et al. 2021, Vasudevan et al. 2021). Visual 

recommendations are based on the significant impact of the visual appearance of items on customers’ 

decisions (He et al. 2019). Convolutional neural network (CNN) models are a useful approach to extracting 

visual features (Mbelwa 2021). CNN models are categorized under deep learning methods as part of 

machine learning approaches. In this case, the user visits the e-commerce platform; then, the system 

recommends products according to features extracted from product images. We employed the CNN 

models to extract the features of images. Then, we calculated the similarity matrix for the products to use 
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conventional methods such as collaborative filtering to emphasize the accuracy of the recommendations. 

Thus, the contributions of this paper are as follows: 

• finding a suitable CNN model for the problem statement of increasing the accuracy of 

recommendations; 

• describing image-based methods using deep learning models; 

• comparing CNN models based on images used in e-commerce platforms and reporting the results 

by considering the selected CNN models. 

The rest of the work is arranged as follows: Section 2 describes existing studies using the machine learning 

and image-based approach in RS related to the proposed method. Section 3 expresses the proposed 

method. The experimental method and evaluation results are provided in Section 4. Finally, the 

conclusion and suggested future studies are expressed in Section 5. 

2 Related Work 

Several studies have been carried out on using CNN models for RS in e-commerce platforms because they 

are potent tools in processing unstructured multimedia data such as images utilizing convolution and 

pool operations. Feature extraction is the fundamental consideration task for most CNN-based RS. CNN 

models can enable the system to use feature representation from data sources such as images, audios and 

videos. This section briefly reviews several papers that have dealt with the CNN-based recommendation 

approach. 

Shankar et al. (2017) presented a unified end-to-end approach to building a large-scale visual searching 

and recommendation system for e-commerce using a unified deep convolutional neural network 

architecture. They designed a method to learn embedding by taking the notion of visual similarity across 

several semantic granularities using image retrieval by comparing it against the state of the art on the 

Exact Street2Shop dataset. The result showed that a visual recommendation engine is a powerful tool in 

the hands of any e-retailer.  

He and McAuley (2016) examined the application of visual features of product images for personalized 

ranking tasks on implicit feedback datasets. They introduced a visual Bayesian personalized ranking 

(VBPR) algorithm, which incorporates visual features extracted from the CNN model into matrix 

factorization (MF). The results using multiple large real-world datasets show the significantly 

outperforming ranking methods. Also, He and McAuley (2016) extended VBPR by examining the user’s 

fashion awareness and the evolution of visual factors that a user considers when picking products. Their 

scalable approach utilized the deep CNN feature extractor to model the visual dimensions of items as well 

as the associated temporal dynamics. 

Chu and Tsai (2017) utilized visual data effectiveness, including images of food and restaurants, to 

develop a restaurant recommendation method. They also used the CNN model to extract visual features 

and text representation of input data for MF, Bayesian personalized ranking matrix factorization 

(BPRMF), and factorization machine (FM) methods to test the approach performance. Their results show 

an improvement in the performance to some degree but not significantly. 

Vandecasteele et al. (2017) proposed a (semi-)automatic interactive tagging process of objects in video 

streams using novel and state-of-the-art deep learning concepts and methodologies. They explained how 

deep learning-based video analysis techniques facilitate video summarization, semantic keyframe 

clustering and (similar) object retrieval. Also, they provided insights into user tastes by performing 

evaluation and optimization of application users’ experience. The proposed method enables intelligent 

interaction between TV audiences and brands, so producers and advertisers can offer potential consumer-

tailored promotion, e-shop items and free samples. Thus, the method engages the user by using an e-

commerce advertisement channel from video frames. 
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Yu et al. (2018) introduced a coupled matrix and tensor factorization model for an aesthetic-based clothing 

recommendation method. They used CNN models to extract image features and aesthetic features. The 

proposed method can capture users’ aesthetic preferences  based on experiments on real-world datasets. 

Wang et al. (2017) studied the impacts of visual features on point-of-interest (POI) recommendation or 

location recommendation. They adopted CNN models to extract image features and proposed a visual 

content-enhanced POI recommender system (VPOI). They used probabilistic matrix factorization (PMF) 

to explore the interactions between visual content and (i) latent user factor and (ii) latent location factor. 

Chen et al. (2017) explained a smart search engine for online shopping using the Amazon dataset and two 

CNN models, including VGG and AlexNet. They used neural networks to provide the closest product 

based on the product images. The results show an accuracy improvement of the method. Also, they used 

Jaccard similarity to calculate the similarity score. However, their study requires scalability, and they stay 

satisfied with about 0.3% of the dataset images due to limited computational resources. 

Tuinhof et al. (2019) introduced an image-based recommendation system that uses a fashion dataset to 

train a CNN model to solve image classification tasks. They used the trained model as a visually aware 

feature extractor to feed the ranking system. Also, they used the ball tree search, a special implementation 

of the K-NN algorithm for simple ranking to overcome memory resource limitations. They concluded that 

the method can be helpful in other domains such as music. 

In summary, many researchers have used CNN for visual searching and feature representation learning 

in RS. This paper focuses on using extracted features from image sources to propose an image-based 

recommendation technique. The following section explains the proposed method in more detail.  

3 Methodology and System Architecture 

Sparsity and accuracy are two known concerns for recommender systems. To overcome the sparsity 

problem, researchers use content data in addition to the rating matrix to produce recommendations. By 

design, the system extracts the features of images of items using pre-trained CNN models and makes a 

similarity matrix to provide more accurate recommendations. We did not change the default parameters 

of the pre-trained models used in this study. So, first, this section briefly explains the problem statement 

and then describes the proposed solution by considering such system requirements as image data 

preparation and applying the machine learning methods. Finally, the applied image-based method is 

described in more detail. 

3.1 Problem statement 

In this research, we are going to use product images. Thus, the proposed method is based on the similarity 

between image features because recommender systems generally consider similarity values between 

users and items. A similarity matrix can be produced based on implicit or explicit data to prepare and 

recommend items. Thus, the similarity process is the core problem in RS. For example, in collaborative 

filtering (CF) as the most widely applied and practical method used in RS, the system tries to predict the 

user’s interest by measuring the similarity of items or users and uses them to update the ranking matrix 

and recommends the appropriate items using it (Leng et al. 2016). However, the system relies on 

predicting the association between users or items. For example, in the case of e-commerce RS, the user 

may buy the recommended product or help the system improve the quality of predictions. 

New items or new users have either zero or minimal interactions in e-commerce platforms. So, the CF 

algorithms that work based on item interactions have problems making recommendations. Thus, the 

system needs time to have good interactions to make recommendations. This period for every new item 

or new user is called the cold-start problem. The cold-start problem occurs since the collaborative 

approach has a fundamental constraint on dealing with a new item or user. Some hybrid systems use 
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other approaches such as content-based filtering (CBF) to resolve the problem. The lack of sufficient 

interaction data for new users or new items will prevent the system from listing and recommending new 

items. 

Additionally, the system cannot filter personalized recommendations to new users. In some systems, from 

the registration process, new users' interests are requested using some questionnaire forms to get to know 

the users' general preferences. Thus, the CF method is appropriate when the model uses enough data to 

learn, such as a rating matrix and other implicit data. Accordingly, some developers try to include 

remarkable content-based and implicit data such as features to result in more accurate recommendations 

than the rating matrix alone. 

The rating matrix is a matrix of rating values that the users have given to those products they buy. Since 

the number of users interested in post-purchase ratings on purchased items is deficient, this matrix is 

sparse, especially in early stages of the system, which means that many cells in the matrix are empty. 

Thus, cold start is a significant known problem in the CF method. The sparsity of the rating matrix is 

calculated using the following formula. 

𝑆𝑝𝑎𝑟𝑠𝑖𝑡𝑦 = (1 −
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑧𝑒𝑟𝑜 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑒𝑙𝑙𝑠
) × 100 → 

(1 −
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑎𝑡𝑖𝑛𝑔𝑠 𝑖𝑛 𝑚𝑎𝑡𝑟𝑖𝑥

(𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑢𝑠𝑒𝑟𝑠) × (𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑡𝑒𝑚𝑠)
) × 100 

(1) 

 

We used the MovieLens1 dataset to make the experiments in our study. Table 1 shows the percentage of 

the zero elements of the rating matrix of four versions of the MovieLens dataset. Based on the table, 

MovieLens 20M is the sparsest dataset. 

Modern e-commerce platforms use images and other media for their product profiles to focus on high-

quality traffic and to turn their website visitors into buyers. Additionally, pictures give users a more 

natural sense of the products and attract them. Also, image-based systems support using visual features, 

which old systems ignore. Thus, the proposed method uses CNN models to extract features of images. 

The system calculates visual similarity using distance measurements such as the cosine method. It 

provides more accurate recommendations than using a rating matrix alone. 

Table 1. MovieLens dataset sparsity percentage. 

Dataset 

MovieLens 
Rating Movies Users % Sparsity 

20M 20000263 27278 138493 99.47059 

10M 10000054 10681 71567 98.69179 

1M 1000209 3900 6040 95.75391 

100K 100000 1682 943 93.69533 

 

In this study, the core question is how to use product images to determine visual similarity between items 

in recommender systems. By running the visual similarity process offline, the system can generate 

recommendations as fast as possible. That makes it a significant advantage of the proposed method. 

Therefore, a key aspect is detecting similarity between images in order to enhance the quality of 

recommendations. For instance, similarity can be used in conjunction with other metrics to generate more 

 

1 Available from https://grouplens.org/datasets/movielens/  

https://grouplens.org/datasets/movielens/
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accurate results. This study also used image feature data and a rating matrix to improve the system 

accuracy. 

3.2 Convolutional neural network approach 

For improving the quality of recommendations, RS utilize implicit data. Additionally, more data help 

mitigate cold-start issues, especially for new items and users who lack interaction. In addition, extensive 

feature extraction enables the system to learn more accurately and behave efficiently. In this study, we 

extracted features by using convolutional neural networks (CNN). Convolutional models are in a 

particular category of deep learning methods. “Deep” refers to the presence of several hidden layers 

beyond traditional simple neural networks. The developers use CNN models to recognize and classify 

images, and if the system does not consider the last layer of the network, the model appears as a feature 

extraction mechanism. Accordingly, the proposed method uses CNN models to extract visual features. 

Once visual features are extracted, the feature vectors are used to make a similarity matrix. Both similarity 

and ranking data are used to make recommendations. As a result, the method maximizes 

recommendation accuracy. In this study, we use cosine measurement to compute similarity values 

(Huang et al. 2013, Elkahky et al. 2015).  

Generally, CNN models classify input images. Image classification is a task of labelling the image with 

relative concepts. Similarity learning is a process of learning how similar two images are. For example, 

VGG, a CNN model proposed by Simonyan and Zisserman (2014), gives 92.7% top-5 test accuracy in 

ImageNet. It is a dataset of over 14 million images belonging to 1000 classes. Developers do not consider 

the last layer to use CNN models as feature extractors, so the output for each image is a feature vector 

based on the learned weights. 

Table 2. Pre-trained model input image size and weight file volume size. 

Model Input size 
Weight 

volume 

Top-1 

accuracy 

Top-5 

accuracy 
Parameters Depth 

Feature 

vector size 

VGG16 224x224 >500 MB 0.713 0.901 138,357,544 23 4096 

VGG19 224x224 >500 MB 0.713 0.900 143,667,240 26 4096 

ResNet50 224x224 ~100 MB 0.749 0.921 25,636,712 168 2048 

Inception V3 299x299 90-100 MB 0.779 0.937 23,851,784 159 131072 

Xception 299x299 90-100 MB 0.790 0.945 22,910,480 126 2048 

 

We selected five pre-trained CNN models to construct the proposed method, including VGG16, VGG19, 

ResNet50, Inception V3 and Xception. Based on the architecture of these models, the last layer is a classifier 

that recognizes 1000 different object categories, similar to objects we encounter in our  

day-to-day lives, with high accuracy. These CNN models are trained on ~1.2 million training images with 

another 50,000 images for validation and 100,000 for testing. Thus, many applications use them to provide 

machine learning visual detection, including personal assistant robots, self-driving cars and object 

detection usages. We used these pre-trained models to extract features from images of products. Next, the 

system uses feature vectors to determine the similarity values between each pair of images based on the 

cosine function. In this case, the proposed method uses the deep learning technique in feature extractor 

mode to make an image-based recommender system. Table 2 shows the input image size and weight 

volume file of the models. Therefore, in preparation for the input image, resizing the images needs to be 

considered related to the input size. It also shows the feature vector size for every model. 
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The classifier block is the last fully connected layer in a CNN model. In the absence of a classifier block, 

the model will return the feature vector of the input image. In this study, we do not examine the classifier 

block of all the chosen models. 

3.3 Workflow and algorithm of the proposed method 

The main goal of the proposed method based on using more data to overcome the cold-start problem is 

to increase prediction accuracy, especially when the user-item rating matrix has a considerable number of 

empty cells. In turn, high-quality recommendations can be provided. Additionally, sophisticated systems 

track user interactions such as clicking, liking, reviewing, ranking and ordering to achieve greater 

accuracy. Nevertheless, in this paper, we examined only the rating matrix and images of products. 

Therefore, we have the set of users 𝑈 and items 𝐼 to make the rating matrix 𝑅 with 𝑚 rows for users and 

𝑛 columns for items. Therefore, each entry (𝑖, 𝑗) in this matrix contains the score that the user 𝑖 sets for the 

item 𝑗. The main idea of collaborative filtering is to determine the rating of the user 𝑢 on the item 𝑚; the 

system finds other items that are similar to the item 𝑚, and the user u’s scores based on those similar items 

the method infer their rating on the item m. Usually, the system selects a limited number of the nearest 

neighbour items. In addition, the system uses pairwise metrics to compute the similarity between the 

items such as cosine and other distances. Figure 1 illustrates the experiment workflow of the proposed 

method. The details are outlined in the following section. 

The CF mechanism recommends items based on how similar users liked similar items. However, the CBF 

method recommends items with similar metadata tags. Thus, to use CBF, the system requires more 

detailed data. In a hybridization approach to CF and CBF, the system has two requirements:  

a) determining similar items based on image features; and 

b) providing enough metadata tags (implicit or explicit data). 

CNN models provide additional data, such as metadata tags, with similarity data. The system also uses a 

ranking matrix. It is essential to determine how to take a similarity measurement of items or users in this 

regard. 

The cosine similarity method is a general way of comparing vectors. It produces values in a range from 

zero to one for positive-valued vectors. In geometry, when an angle ranges from 0° to 90° between two 

lines, the cosine similarity falls between 1 and 0. When computing cosine similarity for numerical vectors, 

the order of the values in the vectors is ignored. Therefore, the result of 1 does not necessarily mean that 

it is identical for two vectors of numbers. Following is the formula for calculating the cosine similarity 

between two feature vectors. 

𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑢, 𝑣)  =  
𝑟𝑢 𝑟𝑣

‖𝑟𝑢‖‖𝑟𝑣‖
 (2) 

Where 𝑟𝑢 and 𝑟𝑣 are the latent feature vectors of the item 𝑢 and the item 𝑣, respectively and 𝑠(𝑢, 𝑣) is just 

the cosine similarity measure between image features of the products 𝑢 and 𝑣. 

For example, we considered the fourth-to-last layer as a feature vector of the input image of a product 

using VGG16 in Keras2. We did the same task for other models. As the posters of movies from the 

MovieLens dataset are available on the TMDB website, we used the appropriate API codes to download 

their image files. Next, we extracted the feature vector of each image using the selected CNN models.  

Algorithm 1 presents how we crawled the TMDB website and downloaded all movie poster files from it. 

The process diagram is shown in Figure 2. 

 

2 See, https://keras.io/  

https://keras.io/
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Algorithm 1. Downloading movie posters using web scraping techniques. 

Input: 𝑈𝑟𝑙_𝑙𝑖𝑠𝑡 from the MovieLens dataset 

Data: Crawling the TMDB website to download movie posters. 

Initialize: Initialize failure list to keep unsuccessful attempts of image 

downloading to check later automatically or manually. 

For 𝑢𝑟𝑙 in 𝑈𝑟𝑙_𝐿𝑖𝑠𝑡 do 

     Try: 

      Open the 𝑢𝑟𝑙 in a programmable browser 

      Wait until all elements of page are downloaded 

      Find the poster element 

      Download and save the image file on disk 

      Failure: 

          If any error occurred 

             Add 𝑢𝑟𝑙 in 𝑓𝑎𝑖𝑙𝑢𝑟𝑒_𝑙𝑖𝑠𝑡 

 

Figure 1. Experiment workflow of proposed method. 

The similarity score computation algorithm takes two images as input and returns the similarity score. 

Two forms of results are as follows: 

a) a binary label, i.e., 1 for the same images and 0 for a discrepancy; or 

b) a real number showing how similar a pair of images are using ranges between 0 and 1.  

Splitting the dataset 

Images of products 

Feature vectors  

Feature 

extractor 

Rating dataset 

Similarity 

measurement Similarity data 
Train data Test data 

Recommender engine 

Predicted ranking 

Evaluation 

engine 

Pre-trained 

CNN models 

Evaluated metrics 
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Based on the CNN feature extraction approach, Figure 3 shows the image similarity calculation algorithm. 

The results are saved in a matrix for providing the recommended item based on traditional methods. 

Thus, the system uses the similarity value of each pair of images to generate the recommendation. 

However, real e-commerce platforms allow using multiple images for every product. Thus, the system 

incorporates other similarity checks into the processing module. 

Feature extraction is performed using algorithm 2 written in Python. Also, we measured the run time to 

express the productivity of selected methods. 

Algorithm 2. 

1. fileResult = Open data file to record results of feature extraction process in 

write binary mode access. 

2. Initialize feature vector size, width and height of input image. 

3. Initialize model and load it into memory. 

4. Read full path of all image files from disk to a list fileList. 

5. For 𝑖 in range(0, len(fileList)) 

a. Image = load_image_file (fileList[i]) 

b. X = preprocess result of image based on selected model 

c. Features = model.predict(X) 

d. FeaturesVector = convert features to vector based on selected model 

e. Save FilmId(i), FeaturesVector to fileResult 

6. Close fileResult 

 

 

Figure 2. Downloading process for all movie posters from TMDB.ORG website. 

Providing the url_list 

MovieLens dataset 

Find image element  

on response page 

Save image file 

For any url in url_list 

Get related page from  

tmdb.org website 
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3.4 Similarity calculation  

Similarity is a pairwise metric such as the similarity value between the item 𝑖 and the item 𝑗 or 𝑠𝑖𝑚(𝐹𝑖, 𝐹𝑗). 

Note that 𝐹𝑖 is the feature vector of the item 𝑖. To compute the similarity of feature vectors of each pair of 

images, we used the cosine function. Thus, we prepared a similarity file based on the following formula:  

𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 𝑓𝑖𝑙𝑒 = {𝑖, 𝑗, 𝑠𝑖𝑚(𝐹𝑖 , 𝐹𝑗)|𝑖, 𝑗 ∈ 𝑁, 𝑠𝑖𝑚(𝐹𝑖 , 𝐹𝑗) =
𝐹𝑖  𝐹𝑗

‖𝐹𝑖‖‖𝐹𝑗‖
} (3) 

Algorithm 3. 

1. SimilarityResult = Open data file for recording similarity of feature 

extraction vectors in write text mode access 

2. Initialize feature vector size, width and height of input image 

3. Initialize model and load it into memory 

4. Read all feature vectors for a model to a list featuresList 

5. For 𝑖 in range(0, len(featuresList)-1) 

a. For 𝑗 in range(𝑖 + 1, len(featuresList)) 

b. 𝑆𝑖𝑚𝑉𝑎𝑙𝑢𝑒 = 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦_𝑉𝑎𝑙𝑢𝑒(𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠𝐿𝑖𝑠𝑡[𝑖], 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠𝐿𝑖𝑠𝑡[𝑗]) 

c. Save 𝑖, 𝑗, SimValue to SimilarityResult 

6. Close SimilarityResult 

As a consequence of Algorithm 3, a large amount of memory is required to load all feature vectors in the 

first step. The program performance may be negatively affected due to the number of resources used by 

this task, such as memory management. Therefore, we changed the algorithm to do the task in blocks of 

data. The similarity calculations are performed by configuring the block size to 2000 features. For faster 

results, parallel computation can be applied. It also covers the dynamic changes of the e-commerce 

environment, such as inserting new products in catalogue databases. 

3.5 Recommendation generator 

For all images of products, the system performs the following steps: 

• feature extraction based on selected CNN models for every single image; and 

• similarity score calculation for all pairs of images. 

The computational cost is directly affected by the number of images and size of the feature vectors. 

Inception V3 takes more time and uses more memory resources than others, for example. Xception and 

ResNet50 vectors are also processed faster than VGG16 and VGG19 vectors.  
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Figure 3. Image similarity calculation algorithm based on CNN feature extractor approach. 

We assumed that the similarity between extracted features and the predicted rating values related directly 

to this study. Consequently, we used different settings for each selected CNN model during the 

experiments. We therefore generated five similarity matrices of extracted features based on the selected 

CNN models to check RMSE and MAE metrics for each model. A CF method was used to measure metrics 

and compare the results to evaluate the proposed method. 

4 Experimental Results 

In this section, we present the experimental results of the proposed method. Five models and four datasets 

are used to compute RMSE and MAE metrics. Experimental scenarios and details about the datasets are 

also given. The experimental design is described briefly in Section 4.1, along with the dataset, tools and 

other preparation settings. As part of section 4.2, we introduce the MAE and RMSE metrics that we used 

to evaluate the proposed method. Based on the experiments, it is explained in more detail in Section 4.3 

why the method has been improved significantly.  

4.1 Experiment design  

Users' views of product images on an e-commerce website are critical to preserving their interest and 

engaging them to order the recommended items (Maros et al. 2019). Thus, we used movie posters to 

illustrate the importance of using images as part of the recommendation process to improve the quality 

of recommendations. Using web scraping techniques, we downloaded posters of movies from The Movie 

Database3 (TMDB) website using the MovieLens dataset and the links.csv file.  

 

3 See, https://www.themoviedb.org/  
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Python is used for coding the required programs. Other libraries used include TensorFlow4 and Keras. 

For the experiments, we also used pre-trained CNN models. The program code was run on a personal 

computer. First, we obtained feature vectors of the images using the selected CNN models. Then, using 

cosine similarity, we calculated and saved the similarity between every pair of images for all pictures. The 

number of computational resources consumed and process time varies according to the feature vector 

length in different CNN models. The most extensive length is for Inception V3. On the contrary, ResNet50 

and Xception have the smallest vector length. 

4.2 Metrics 

The primary purpose of the proposed method is to predict the rating values for those items that users do 

not rate; thus, to evaluate the performance of the proposed method, we used the root mean square error 

(RMSE) and the mean absolute error (MAE). The ideal method would be to minimize this value to 

improve the accuracy of the recommendations.  

Suppose that 𝑅̂ is the fully predicted data resulting from the proposed model and 𝑅𝑡𝑒𝑠𝑡 is testing data. 

Therefore, the RMSE formula is: 

𝑅𝑀𝑆𝐸(𝑅̂, 𝑅𝑡𝑒𝑠𝑡) = √
1

|𝑅𝑡𝑒𝑠𝑡|
∑ (𝑟𝑡𝑒𝑠𝑡,𝑖𝑗 − 𝑟̂𝑖𝑗)

2
 

(𝑖,𝑗)∈𝑅𝑡𝑒𝑠𝑡

 (4) 

Where 𝑅̂ is the predicted data, |𝑅𝑡𝑒𝑠𝑡| stands for the number of testing sets, and 𝑟̂𝑖𝑗 is the predicted rating 

value of the item 𝑖 that is rated by the user 𝑗.  

In addition, the MAE is an average of the absolute errors |𝑒𝑖| = |𝑦𝑖 −  𝑥𝑖|, where 𝑦𝑖  is the prediction 

forming the proposed method and 𝑥𝑖 is the true data from the dataset. Thus, the MAE formula is: 

𝑀𝐴𝐸 =  
∑ | 𝑦𝑖 −  𝑥𝑖|𝑛

𝑖=1

𝑛
=  

∑ |𝑒𝑖|𝑛
𝑖=1

𝑛
 (5) 

Also, we partitioned the rating records into two sections. Thus, we used 80% of the data to train the model 

and the other 20% to test the predicted results. 

4.3 Obtained results  

This subsection shows the results of the proposed method. We tested the method using pre-trained CNN 

models, including VGG16, VGG19, ResNet50, Inception V3 and Xception. We used those five matrices to 

compute the top-k recommendation item based on visual similarity between images. Therefore, each 

model takes the product images, and then the system makes the similarity matrix. Next, we compared the 

results to specify the best model.  

All data manipulations and processes were made using Python. Because the total number of images was 

26,938 files, the system produced 725,655,844 similarity values for each model. Finally, the system uses 

the resulting data to get the nearest neighbours, especially for products with no ranking feedback from 

users. 

4.3.1 Splitting the dataset 

It is essential to consider the accuracy of the proposed method. We first split the dataset into two parts. 

The system utilizes 80 percent of the data for the training task and the remaining 20 percent to determine 

the method accuracy. For each train and test set in the selected dataset, Table 3 shows the number of users 

and items and the ranking and sparsity. The information indicates that the test data are sparser than the 

 

4 See, https://www.tensorflow.org/  

https://www.tensorflow.org/
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train data for all the datasets. The experiments attempt to demonstrate that the MAE and RMSE metrics 

decrease when the proposed method is applied. Though k-fold cross-validation is more valuable than the 

fixed-rate splitting method and effectively evaluates a model over a small dataset by training multiple 

models, it is computationally expensive. As such, the method is not employed in the current work. 

Table 3. Splitting of dataset versions. 

Dataset 

MovieLens 
Split data Users Items Ranking Sparsity 

100k 
Train 943 1656 80000 94.88% 

Test 940 1400 20000 98.48% 

1M 
Train 6040 3680 800167 96.40% 

Test 6034 3444 200042 99.04% 

10M 
Train 69878 10644 8000043 98.92% 

Test 69808 10230 2000011 99.72% 

20M 
Train 138493 25865 16000210 99.55% 

Test 138313 20304 4000053 99.86% 

 

4.3.2 Traditional method evaluation 

We chose the neighbourhood-based collaborative filtering method to compare with the proposed method. 

The philosophy of nearest item neighbourhood for rating prediction is to determine the rating of the user 

𝑢 on the item 𝑚; the system can find other items that are similar to the item 𝑚, and based on the user 𝑢’s 

ratings on those similar items, the system infers his/her rating on the item 𝑚. Therefore, we implemented 

the Item KNN algorithm (Deshpande and Karypis 2004) on all selected datasets and obtained the RMSE 

and MAE values. Table 4 shows the metric values in each dataset. According to this table, MoveLens 20M 

shows more accuracy than the other datasets. However, using the proposed method indicates a significant 

reduction in RMSE and MAE values. 

Table 4. Results of applying Item KNN to datasets. 

Dataset 

MovieLens 

Users/ 

items 
rating MAE RMSE 

100k 
943 

1,682 
100,000 0.779812 0.997992 

1M 
6,040 

3,900 
1,000,209 0.752643 0.977491 

10M 
71,567 

10,681 
10,000,054 0.715044 0.956686 

20M 
138,493 

27,278 
20,000,263 0.706612 0.945456 

 

Figure 4 shows the RMSE resulting from using Item KNN on four versions of MovieLens. According to 

Figure 4, the RMSE value is inversely related to the rating records. Thus, the higher the amount of the 

data, the lower the amount of the RMSE result. 
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Figure 4. RMSE results for four versions of MovieLens. 

In addition, Figure 5 shows the MAE values resulting from using Item KNN algorithm on the four 

datasets. Based on Figure 4 and Figure 5, the minimum values of RMSE and MAE are for the MovieLens 

20M dataset. We used the test file to obtain the values. 

 

 

Figure 5. MAE results for four versions of MovieLens. 

 

4.3.3 Proposed method evaluation 

This subsection expresses the comparison resulting from MAE and RMSE metrics between the Item KNN 

as a traditional method and the proposed method. We used five pre-trained CNN models, and the results 

include all values when applied to the selected versions of the MovieLens dataset. Based on the values, 

the proposed method provides better accuracy than the traditional method in all the experiments. Table 

5 shows the comparison metrics for MovieLens dataset versions.   
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Table 5. Comparison metrics for MovieLens Dataset versions. 

Dataset version CNN model MAE RMSE 

ML-100K 

VGG16 0.737082 0.945206 

VGG19 0.738427 0.947529 

ResNet50 0.739471 0.948777 

Inception V3 0.731102 0.937454 

Xception 0.735855 0.942896 

ML-1M 

VGG16 0.684183 0.871793 

VGG19 0.688413 0.876232 

ResNet50 0.687604 0.875703 

Inception V3 0.687806 0.875828 

Xception 0.687471 0.875213 

ML-10M 

VGG16 0.61925 0.805667 

VGG19 0.619261 0.805863 

ResNet50 0.618356 0.804792 

Inception V3 0.61878 0.805224 

Xception 0.619648 0.80635 

ML-20M 

VGG16 0.60644 0.794647 

VGG19 0.607222 0.79564 

ResNet50 0.609503 0.798504 

Inception V3 0.608039 0.796844 

Xception 0.611336 0.800474 

 

A comparison chart of the RMSE values in dataset versions and selected methods are shown in Figure 6. 

Figure 6 shows that Item KNN has higher RMSE values when using the traditional algorithm than when 

using the proposed method. MovieLens 20M is also the sparsest dataset of all the versions. Also, its lowest 

RMSE values show the method effectiveness, when data are sufficient despite the high sparsity rate.   

 

Figure 6. Comparison of RMSE values for traditional method and proposed method. 
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Figure 7 shows the MAE values. Based on the results obtained, VGG19 achieves better accuracy than 

others. 

 

Figure 7. Comparison of MAE values for traditional method and proposed method. 

According to the results, the proposed method is more accurate than traditional methods. Additionally, 

VGG16 predicts more accurate results for higher data volumes than other models. In general, when using 

the selected models, the system shows little difference regarding RMSE. In this way, the proposed method 

is more accurate than previous methods regardless of the type of pre-trained CNN model. 

Thus, the RMSE and MAE values from all datasets are considered in the proposed and traditional 

methods. The RMSE was lowest in VGG16, while it was highest in the traditional method. In general, 

these results indicate that using image-based models for recommender systems will increase the quality 

of recommendations.   

We set our experimental configuration based on K=20 for nearest neighbours. Also, to show different 

numbers of neighbours and the impacts of them, we made the experiment for MovieLens 100k, which has 

higher RMSE and MAE values based on Figures 6 and 7. Thus, we considered a set of neighbours for 𝐾 =

{𝑛 |𝑛 ∈ (10, 20, 30, 40, 50, 60, 70, 80, 90, 100)}.  

Figure 8 shows the MAE, and Figure 9 shows the RMSE values with several numbers of item neighbours 

for MovieLens 100k. Based on the results, the proposed method has better rating prediction accuracy 

related to traditional methods. 
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Figure 8. Comparison of rating prediction accuracy based on MAE metric with different user neighbour numbers 
for selected model. 

 

Figure 9. Comparison of rating prediction accuracy based on RMSE metric with different user neighbour numbers 
for selected model. 

Figures 10 and 11 show the difference between the traditional method and the proposed method on both 

MAE and RMSE resulting from the proposed method and Item KNN for different numbers of neighbours. 

Based on Figure 10, all CNN models produce lower MAE values than the traditional method, especially 

when we increase the number of neighbours.  

Figures 8 and 9 show the RMSE and MAE values when using different neighbours to run the Item KNN 

algorithm. The difference is max-min = 0.750-0.730 = 0.02 for the MAE metric and max-min = 0.09575-

0.9350 = 0.0225 for the RMSE in all models. However, Figures 10 and 11 show a valuable difference in 

comparison with the traditional method. The difference in values in the whole number is minimal, and 

the figures show that even if we increase the number of neighbours in this algorithm using neural models, 

it will not change much; however, as the number of neighbours grows in the traditional method, the RMSE 

and MAE increase. 
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Figure 10. Comparison of rating prediction accuracy based on MAE of proposed method and traditional method. 

Figure 11 emphasizes the better accuracy of the proposed method than traditional ones when we apply 

the algorithms to MovieLens 100K. Therefore, the image-based method can increase the accuracy of 

recommendations.  

 

Figure 11. Comparison of rating prediction accuracy based on RMSE of proposed method and traditional method. 

5 Conclusion and Future Work 

Enhancing the accuracy of recommendations in any data retrieval system, especially recommender 

systems, requires analysing both implicit and explicit data. The paper proposes an image-based 

recommendation method based on convolutional neural networks using five pre-trained models. The 

method uses features extracted from product images to formulate better recommendations. By using 

cosine similarity, each pair of latent feature vectors is scored on their similarity. To validate the importance 

of using image-based RS, we use four versions of the MovieLens dataset. The CNN models are VGG16, 

VGG19, ResNet50, Inception V3 and Xception. The recommendation algorithm in this research is the Item 

KNN algorithm. Compared to traditional methods, the proposed method provided lower RMSE and MAE 

values. This study demonstrates the improved performance of the proposed method by means of 

comparison tables and charts. 



Acta Informatica Pragensia  Volume 11, 2022 

https://doi.org/10.18267/j.aip.167  33 

As a result, we make the following suggestions for further investigation, aiming to improve the accuracy 

and relevance of recommendations based on images of products: 

• using multiple images and some video frames for each item; 

• using other similarity or distance methods; 

• using other pre-trained CNN models; 

• using a hybridization approach for multiple CNN models or multiple similarity scores as well as 

using multiple RS techniques; and 

• using new CNN models. 

For future studies, we also recommend examining the computational complexity and resource limitations 

when using more data. 
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